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ABSTRACT

OpenMP is a popular standard for single node parallelization which provides easy to use APIs for C, C++ and FORTRAN users to parallelize their code. Nowadays, Asynchronous Many-task (AMTs) systems are catching increasing attention in the field of high-performance computing (HPC). AMTs are offering promising performance improvements using fine-grained tasking runtime systems. Many applications are directly or indirectly using both OpenMP and AMTs in its backend, which causes performance issues due to the incompatibility between the OpenMP threading mechanism and AMTs. They compete for resources and cause performance disasters, which is an increasing concern as the trend to have both OpenMP and AMTs in the same application. This project, hpxMP, is trying to solve this conflict and provides better compatibility and performance output. hpxMP is a library that implements functionalities following the OpenMP standard while using the HPX system underneath to schedule and manage tasking and threading. This project focuses on the implementation of hpxMP libraries. Besides, performance comparison using fair benchmarks between OpenMP provided by different vendors is also performed. Based on the testing results, hpxMP does a great job in connecting OpenMP and AMTs while sacrificing acceptable performance.

\[1\text{https://github.com/STEllAR-GROUP/hpxMP} \]
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Chapter 1

Introduction

Asynchronous many-task (AMT) systems are gaining increasing attention as a new programming paradigm for high performance computing (HPC) [2, 3]. They have shown superior efficiency for certain classes of applications. The OpenMP standard [4], which has been around since 1997, is widely employed in parallel computing due to its user-friendly pragmas and efficiency. Lots of AMTs are taking advantage of libraries that use OpenMP underneath to handle multi-threading [5, 6]. However, AMTs are not very comfortable with OpenMP since the user level threads of AMTs and system threads of OpenMP are not cooperating efficiently. Meantime, the C++ standardization community is focusing on providing higher-level functions to replace OpenMP #pragma based implementations because of the lack of integration into the C++ language. The new trending requires applications using OpenMP to migrate portions of code to AMTs.

To help with this migration, this project report demonstrated a possible solution for the migration process, hpxMP, which is an OpenMP runtime implemented with HPX, implements all the corresponding pragmas in the OpenMP 3.0 [7]. Also, It introduces task-based computation in OpenMP 4.0 [8] and is keeping up to date with OpenMP 5.0 [9]. hpxMP exposes exactly the same APIs as other OpenMP implementation. However, hpxMP uses HPX light-weight threads instead of OS-level threads. It is designed to work with Clang and GCC compiler however other compiler support is on the way.

By using HPX threads instead of system-level threads in OpenMP implementation, the gap between OpenMP and AMTs are bridged. This project aims to develop and ver-
ify the OpenMP implementation, hpxMP. Furthermore, the performance comparison is performed based on classic benchmarks such as Barcelona OpenMP Task Suit.

The OpenMP 3.0 standard [10] first introduced task-based programming to OpenMP and is extended over the years. The OpenMP 3.1 standard [11] added more optimization to task construct. Dependent tasks and taskgroup introduced an easier and more efficient way to users to synchronize tasks, which was proposed by the OpenMP 4.0 standard [8]. The OpenMP 4.5 standard [3] was released with its support for a new task-loop construct, which is providing a way to separate loops into tasks. The most recent, the OpenMP 5.0 standard [9] supports task reduction.

The structure of this project report is as follows: Chapter 2 describes the related work. Chapter 3 emphasizes the implementation of hpxMP in detail and Chapter 4 gives the benchmarks comparing hpxMP, GCC’s OpenMP and Clang’s OpenMP implementation. Finally, we draw conclusions in Chapter 5.
Parallelism on multi-core systems is gaining attention these years as the exploding amount of data and increasingly intensive computing demands. The increase in single-core computation is not satisfactory. Fine-grained parallelism was enabled by the POSIX Threads [12]. Intel’s threading Building Blocks (TBB) [13], Microsoft’s Parallel Pattern Library (PPL) [14], and Kokkos [15] are higher-level libraries providing parallel functions and features. Open Multi-Processing (OpenMP) [16] is widely accepted by applications and library developers. It is a standard that exposes fork-join model through compiler directives.

HPX is an extension of the C++ standard library for concurrency and parallelism. It extends the C++ standard library into parallel and even distributed cases. HPX is an AMT system that provides a C++ Standard equivalent API. HPX has been discussed and proposed in many publications [17, 18, 19, 20, 21]. HPX is employed as the backend of hpxMP in the context of this project. HPX is using light-weight threading system on the user level, compared to the fork-join mechanism on system level used by OpenMP, it is more efficient and thus provides better performance yield. The concepts such as dataflow, fine-grained synchronization, etc. are employed in the design of HPX. The combination of these ideas and design principles makes HPX unique [18]. The focus of HPX is always to solve the problems of scalability, resiliency, power efficiency which has been a long-time concern of the community. HPX is a runtime system implementing the ParalleLX execution module [22, 23] and give programmers the ability to write asyn-
chronous code by using HPX threads. This project, hpxMP, reflected the advantage of using HPX by showing a more readable and concise code.

Task has been an important concept among the history of the OpenMP standard. The OpenMP 3.0 standard\(^1\) introduced the concept of task-based programming. The OpenMP 3.1 standard\(^2\) added task optimization within the tasking model. The OpenMP 4.0 standard\(^3\) offers users a more graceful and efficient way to handle task synchronization by introducing depend tasks and task group. The OpenMP 4.5 standard\(^4\) was released with its support for a new task-loop construct, which is providing a way to separate loops into tasks. The most recent, the OpenMP 5.0 standard\(^5\) supports detached tasks.

There have also been efforts to integrate multi-thread parallelism with distributed programming models. Charm++ has integrated OpenMP into its programming model to improve load balance \([24]\). However, most of the research in this area has focused on MPI+X \([25, 26]\) model.

---

\(^3\)https://www.openmp.org/wp-content/uploads/OpenMP4.0.0.pdf
Users’ applications should be compiled with OpenMP flags using GCC or Clang in order to be able to use hpxMP. When running a user’s program, hpxMP runtime instead of OpenMP runtime provided by other vendors is LD_PRELOAD to the program. Figure 3.1 shows the layers of hpxMP, which exposes exactly the same APIs as OpenMP on program layer, following the OpenMP standard. The OpenMP library functions, environment variables, and directives are passed to the hpxMP runtime where the user-level threading is supported by HPX. A list of pragma directives supported can be found at Table 3.1. A list of runtime library functions implemented in hpxMP is provided in Table 3.2, which is an essential part of hpxMP library, providing a way for programmers to interact with the underlying runtime.

Besides, OMPT (OpenMP Performance Toolkit) is also implemented as a toolkit provided to the users for the measurement of the user programs’ performance. A list of implemented callbacks can be found in Table 3.3. Similar to llvm-OpenMP, hpxMP is

<table>
<thead>
<tr>
<th>Pragmas Implemented in hpxMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>#pragma omp atomic</td>
</tr>
<tr>
<td>#pragma omp critical</td>
</tr>
<tr>
<td>#pragma omp master</td>
</tr>
<tr>
<td>#pragma omp parallel</td>
</tr>
<tr>
<td>#pragma omp single</td>
</tr>
<tr>
<td>#pragma omp barrier</td>
</tr>
<tr>
<td>#pragma omp for</td>
</tr>
<tr>
<td>#pragma omp ordered</td>
</tr>
<tr>
<td>#pragma omp section</td>
</tr>
<tr>
<td>#pragma omp task depend</td>
</tr>
</tbody>
</table>
Table 3.2: Runtime library functions in hpxMP’s program layer, see Figure 3.1. The following functional APIs are provided to users.

<table>
<thead>
<tr>
<th>Runtime Library Functions in hpxMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>omp_get_dynamic</td>
</tr>
<tr>
<td>omp_get_num_procs</td>
</tr>
<tr>
<td>omp_get_thread_num</td>
</tr>
<tr>
<td>omp_get_wtime</td>
</tr>
<tr>
<td>omp_init_lock</td>
</tr>
<tr>
<td>omp_set_dynamic</td>
</tr>
<tr>
<td>omp_set_nest_lock</td>
</tr>
<tr>
<td>omp_test_lock</td>
</tr>
<tr>
<td>omp_unset_lock</td>
</tr>
</tbody>
</table>

following the convention of LLVM-Clang and provided a function layer mapping GCC generated function calls to the Clang ones.

## 3.1 Structure of Code

hpxMP have to provide the compiler required APIs in order to map the function calls to the back-end, the Intel and GCC OpenMP runtime calls generated by the compiler are implemented in intel_hpxMP and gcc_hpxMP. The bulk of the back-end support work is done in hpx_runtime, where threads and tasks are created and OpenMP APIs are implemented. The OMPT support is implemented in ompt_hpx_general, providing users a way to measure their programs’ performance with little overhead. Cmake tests are under folder tests, containing both regression tests and unit tests.

## 3.2 Class Implementation

An instance of omp_task_data class is set to be associated with each HPX thread by calling hpx::threads::set_thread_data. Instances of omp_task_data are passed by a
raw pointer which is `reinterpret_casted` to `size_t`. For better memory management, a smart pointer `boost::intrusive_ptr` is introduced to wrap around `omp_task_data`. The class `omp_task_data` consists the information describing a thread, such as a pointer to the current `team`, `taskLatch` for synchronization and if the `task` is in `taskgroup`. The `omp_task_data` can be retrieved by calling `hpx::threads::get_thread_data` when needed, which plays an important role in hpxMP runtime.

Another important class is `parallel_region`, containing information in a `team`, such as `teamTaskLatch` for task synchronization, number of threads requested under the parallel region, and the depth of the current team.
Parallelization is started by the directive `#pragma omp parallel`. Codes inside the parallel structure written by users are executed in parallel. The library function `__kmpc_fork_call` implemented by hpxMP is called by compiler generated argument when compilers see the `#pragma omp parallel`, see Listing 3.1. Team of HPX threads are created inside the function according to number of threads users requested. A team is defined as a set of one or more threads in the execution of a parallel region [27]. The fork function call explicitly registers the HPX threads by calling `hpx::applier::register_thread_nullary`, see Listing 3.2. Each thread is provided with a function routine to be executed. The synchronization of threads is achieved by passing HPX Latch to each threads, which will be discussed later in Section 3.6.
Listing 3.2: Implementation of hpx::runtime::fork in hpxMP

```cpp
int running_threads = parent->threads_requested;

hpxmp_latch threadLatch(running_threads+1);

for( int i = 0; i < parent->threads_requested; i++ )
{
  hpx::applier::register_thread_nullary(...,
                                       boost::ref(threadLatch),...);
}

threadLatch.count_down_and_wait();

// wait for all the tasks in the team to finish

team.teamTaskLatch.wait();
```

Listing 3.3: Implementation of __kmpc_for_static_init in hpxMP

```cpp
void __kmpc_for_static_init( ident_t *loc, int32_t gtid, int32_t schedtype, int32_t *p_last_iter,
                           int64_t *p_lower, int64_t *p_upper, int64_t *p_stride, int64_t incr, int64_t chunk ) {
  //code to determine each thread's lower and upper
  //bound (*p_lower, *p_upper)
  //with the given thread id, schedule type and stride
}
```

### 3.4 Loop Construct

For loop parallelization is often a big concern of OpenMP. OpenMP defined an easy to use user interface which runs several iterations of the For loop in different threads. The iteration scheduling policy is determined by specifying the dynamic or static following the directive. The default type of scheduling is static, where chunk size is determined by the number of threads and iterations. Each thread take roughly the same amount of work and join at the end of the loop. The function call __kmpc_for_static_init, see Listing 3.3, __kmpc_dispatch_next and __kmpc_dispatch_fini are invoked by the compiled #pragma omp for with the associated structured for loop block. The Round-robin role is employed in properly distribute the chunks among threads.
3.5 Tasking Mechanism

Tasking is an important feature of OpenMP. Explicit tasks are created using \texttt{#pragma omp task} in hpxMP. HPX threads are created with the task directives and tasks are running on these HPX threads created. \texttt{__kmpc_omp_task_alloc} is allocating, initializing tasks and then return the generated tasks to the runtime. \texttt{__kmpc_omp_task} is called with the generated \texttt{task} parameter and passed to the \texttt{hpx\_runtime::create\_task}. The tasks are then running as a normal priority HPX thread by calling function \texttt{hpx::applier::register\_thread\_nullary}, see Listing 3.4. Synchronization in tasking implementation of hpxMP are handled with HPX latch, which will be discussed later in Section 3.6.

Task dependency was introduced with OpenMP 4.0. The depend clause is \texttt{#pragma omp task depend(in: x) depend(out: y) depend(inout: z)}. Certain dependency should be satisfied among tasks specified by users. In the implementation, \texttt{future} in HPX is employed. The functionality called \texttt{future} allows for the separation of the initiation of an operation and the waiting for the result. A list of tasks current task depend on are stored in a \texttt{vector<shared\_future<void>>>} and \texttt{hpx::when\_all(dep\_futures)} are called to inform the current task when it is ready to run.

In November 2018, OpenMP 5.0 was released and added great extension to the tasking structure in OpenMP. \texttt{task\_reduction} along with \texttt{in\_reduction} gives users a way to tell the compiler reduction relations among tasks and specify the tasks in taskgroup which are participating the reduction. The implementation of taskgroup can be found in Listing 3.5.
Listing 3.4: Implementation of task scheduling in hpxMP

```c
kmp_task_t* __kmpc_omp_task_alloc(... )
{
    kmp_task_t *task = (kmp_task_t*)new char[task_size +
    sizeof_shareds];
    // lots of initialization goes on here
    return task;
}

void hpx_runtime::create_task( kmp_routine_entry_t task_func,
    int gtid, intrusive_ptr<kmp_task_t> kmp_task_ptr){
    auto current_task_ptr = get_task_data();
    // this is waited in taskwait, wait for all tasks
    // before taskwait created to be done
    // create_task function is not supposed to wait
    // anything
    current_task_ptr->taskLatch.count_up(1);
    // count up number of tasks in this team
    current_task_ptr->team->teamTaskLatch.count_up(1);
    // count up number of task in taskgroup if we are
    // under taskgroup construct
    if(current_task_ptr->in_taskgroup)
        current_task_ptr->taskgroupLatch->count_up(1);
    // Create a normal priority HPX thread with the
    // allocated task as argument.
    hpx::applier::register_thread_nullary(.....)
    return 1;
}
```
Listing 3.5: Implementation of __kmpc_taskgroup and __kmpc_end_taskgroup in hpxMP

```c
void __kmpc_taskgroup( ident_t* loc, int gtid )
{
    auto task = get_task_data();
    intrusive_ptr<kmp_taskgroup_t> tg_new(new kmp_taskgroup_t());
    tg_new->reduce_num_data = 0;
    task->td_taskgroup = tg_new;
    task->in_taskgroup = true;
    task->taskgroupLatch.reset(new latch(1));
}

void __kmpc_end_taskgroup( ident_t* loc, int gtid )
{
    auto task = get_task_data();
    task->taskgroupLatch->count_down_and_wait();
    task->in_taskgroup = false;
    auto taskgroup = task->td_taskgroup;
    __kmp_task_reduction_fini(nullptr,taskgroup);
}
```

3.6 Thread and Task Synchronization

Exponential backoff, manually dealing with locks and condition variables were used for thread synchronization which is hard to manage, inefficient, difficult to reason the correctness of the implementation logic. HPX latch, see Listing 3.6 provides an easier to use and more efficient way to manage thread and task synchronization originally proposed in the draft C++ library Concurrency Technical specification\(^1\). Latch in HPX is implemented with mutex, condition variable, and locks however is well-designed and higher level. An internal counter is initialized in a latch to keep track of a calling thread needs to be blocked. The latch blocks one or more threads from executing until the counter reaches 0. Several member functions such as `wait()`, `count_up()`, `count_down()`, `count_down_and_wait()` of the Latch class is provided. The difference

\(^1\text{https://github.com/cplusplus/concurrency-ts/blob/master/latch_barrier.html}\)
between `count_down()` and `count_down_and_wait()` is if the thread will be blocked if the data member inside Latch is not equal to 0 after decreasing the counter by 1.

In the parallel region, when one thread is spawning a team of threads, an HPX latch called threadLatch will be initialized to `threads_requested+1` and member function `threadLatch.count_down_and_wait()` is called by the parent thread after threads are spawned, making parent threads wait for child threads to finish their work, see Listing 3.2. The Latch is passed as a reference to each child thread and the member function `threadLatch.count_down()` is called by each child thread when their works are done. When all the child threads have called the member function, the internal counter of `threadLatch` will be reduced to 0 and the thread will be released. For task synchronization, the implementation is trickier and needs to be carefully designed. In Listing 3.4, three Latches `taskLatch`, `teamTaskLatch`, and `taskgroupLatch` are count_up(1) when a task is created. Based on the definition of OpenMP standard, tasks are not necessarily synchronized unless a `#pragma omp taskwait` or `#pragma omp barrier` is called either explicitly or implicitly, see Listing 3.7. The member function of Latch `count_down(1)` is
Listing 3.7: Implementation of taskwait and barrier wait

```cpp
void hpx_runtime::task_wait()
{
    auto task = get_task_data();
    intrusive_ptr<omp_task_data> task_ptr(task);
    task_ptr->taskLatch.wait();
}

void hpx_runtime::barrier_wait()
{
    auto *team = get_team();
    task_wait();
    //wait for all child tasks to be done
    team->teamTaskLatch.wait();
}
```

called when a task is done with its work. TaskLatch only matters when 
#pragma omp taskwait is specified, where taskLatch.wait() is called, making sure the current task is suspended until all child tasks that it generated before the taskwait region complete execution. The teamTaskLatch is used to synchronize all the tasks under a team, including all child tasks this thread created and all of their descendant tasks. An implicit barrier is always triggered at the end of parallel regions, where team->teamTaskLatch.wait() is called and the current task can be suspended. Taskgroup implementation in hpxMP is similar to a barrier, see Listing 3.5. All tasks under the same taskgroup are blocked until the taskgroupLatch->count_down_and_wait() function inside kmpc_end_taskgroup is called by all child tasks and their descend tasks.

### 3.7 GCC support

The hpxMP library was initially implemented following the Clang API convention which is different from the GCC translate convention. In order to achieve the support for programs compiled with GCC compiler, we added a layer that maps GCC function entry
Listing 3.8: Implementation of API mapping from GCC to Clang

1. `#define KMP_API_NAME_GOMP_PARALLEL GOMP_parallel`

2. `extern "C" void xexpand(KMP_API_NAME_GOMP_PARALLEL)(void (*task)(
   void *), void *data, unsigned num_threads,
   unsigned int flags);`

to Clang ones, see Listing 3.8. The arguments provided by the compiler are processed by those mapping function and passed to the hpxMP runtime functions directly or call the equivalent Clang supported entries. Those programs compiled with GCC can use the underneath hpxMP library without any difference.

### 3.8 OpenMP Performance Toolkit

First party OpenMP performance toolkit (OMPT) is defined as part of the standard and provided with many venders. It gives users the ability to analyze the performance and debug their OpenMP programs without introducing too much overhead. The routine of hpxMP such as creating threads, entering the parallel region or creating tasks can be registered as callbacks with OMPT. A list of callbacks hpxMP have implemented can be found in table 3.3.
Table 3.3: OMPT callbacks implemented in hpxMP runtime library, see Figure 3.1. First party performance analysis toolkit for users to develop higher-level performance analysis policy.

<table>
<thead>
<tr>
<th>OMPT callbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>ompt_callback_thread_begin</td>
</tr>
<tr>
<td>ompt_callback_thread_end</td>
</tr>
<tr>
<td>ompt_callback_parallel_begin</td>
</tr>
<tr>
<td>ompt_callback_parallel_end</td>
</tr>
<tr>
<td>ompt_callback_task_create</td>
</tr>
<tr>
<td>ompt_callback_task_schedule</td>
</tr>
<tr>
<td>ompt_callback_implicit_task</td>
</tr>
</tbody>
</table>
Chapter 4

Benchmark

Benchmarks are available for testing the performance of OpenMP. This project employed a daxpy benchmark written by the author and popular and widely used benchmarks from Barcelona OpenMP Task Suite\(^1\). Three implementations of the OpenMP standard, llvm-OpenMP, GOMP, and hpxMP are compared using those benchmarks. Under the measurement, threads are pinned for both llvm-OpenMP and GOMP. The benchmarks are tested on Marvin (2 x Intel® Xeon® CPU E5-2450 0 @ 2.10GHz and 48 GB RAM), a node having 16 physical cores in two NUMA domains. The software dependencies are shown in Table 4.1. Also, the performance of OpenBLAS benchmark was also tested on medusa (2 x Intel® Xeon® Gold 6148 CPU @ 2.40GHz and 98 GB RAM), a node having 40 physical cores in two NUMA domains for cross-reference with the same software settings.

Table 4.1: Overview of the compilers, software, and operating system used to build hpxMP, HPX, Blaze and its dependencies. The OpenMP implementation comes with the compiler are used in this measurement.

<table>
<thead>
<tr>
<th>Category</th>
<th>Property</th>
<th>Category</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>CentOS Linux release 7.6.1810 (Core)</td>
<td>Kernel</td>
<td>3.10</td>
</tr>
<tr>
<td>Clang Compiler</td>
<td>8.0.0</td>
<td>GCC Compiler</td>
<td>9.1.0</td>
</tr>
<tr>
<td>LLVM OpenMP</td>
<td>4.5</td>
<td>GOMP</td>
<td>4.5</td>
</tr>
<tr>
<td>HPX(^2)</td>
<td>commit id: 1000bb0</td>
<td>Blaze(^3)</td>
<td>3.4</td>
</tr>
<tr>
<td>gperftools</td>
<td>2.7</td>
<td>boost</td>
<td>1.70.0</td>
</tr>
<tr>
<td>hpxMP(^4)</td>
<td>commit id: 2c04f9d</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)https://github.com/bsc-pm/botsand
4.1 Daxpy Benchmark

In order to compare the performance of `#pragma omp parallel for`, which is a fundamental pragma in OpenMP, Daxpy benchmark is used in this measurement. Daxpy is a benchmark that measures the multiplication of a float number \( c \) with a dense vector \( a \) consists 32 bit floating numbers, then add the result with another dense vector \( b \) (32 bit float), the result is stored in the same vector \( b \), where \( c \in FLOAT \) and \( a, b \in FLOAT^n \).

We wrote this toy application, See Listing 4.1 to compare the performance calculated in Mega Floating Point Operations Per Second (MFLOP/s). We determine the speedup of the application by scaling our results to the single-threaded run of the benchmark using hpxMP.

Figure 4.1 shows the speedup ratio with different numbers of threads. Our first experiment compared the performance of the OpenMP implementations when the vector size was set to \( 10^3 \), see Figure 4.1d. llvm-OpenMP runs the fastest while following with GOMP and hpxMP Figure 4.1c shows that with a vector size of \( 10^4 \), GOMP and llvm-OpenMP are still able to exhibit some scaling while hpxMP struggles to scale past 4 threads. For very large vector sizes of \( 10^6 \), the three implementations perform almost identically. hpxMP is able to scale in these scenarios because there is sufficient work in each task in order to amortize the cost of the task management overheads.

4.2 Barcelona OpenMP Task Suit

Two benchmarks, SORT and FFT, from Barcelona OpenMP Task Suit, are tested in this project. The fast parallel sorting, a variation of the ordinary mergesort [28] and One-dimensional Fast Fourier Transform of an n sized vector using the Cooley Tukey algorithm is used to test the task-based performance of our implementation.
int main(int argc, char* argv[]){
    int64_t vector_size = 0;
    if(argc > 1)
        vector_size = atoi(argv[1]);
    std::vector<float> a(vector_size, 2.0f);
    std::vector<float> b(vector_size, 3.0f);
    std::vector<float> c(vector_size, 0);
    int count = 0;
    std::chrono::duration<double> elapsed_seconds;
    // properly start runtime before actually measuring
    #pragma omp parallel
        sleep(1);
    while(1)
    {
        count++;
        auto start = std::chrono::system_clock::now();
        #pragma omp parallel for
        for (int64_t i = 0; i < vector_size; i++)
            c[i] = 6.0*a[i]+b[i];
        auto end = std::chrono::system_clock::now();
        if(count==1)
            elapsed_seconds=end-start;
        else
            elapsed_seconds+=end-start;
        if((elapsed_seconds.count()>=30 && count >= 5) || elapsed_seconds.count()>=60)
            break;
    }
    double elapsed_secs = elapsed_seconds.count();
    float operations = vector_size*3/elapsed_secs /1000000*count;
    for (int64_t i = 0; i < vector_size; i++)
        if(c[i] != 15)
            throw std::invalid_argument("wrong result");
    std::cout<<","<<operations<<",""<<std::endl;
    return 0;
}
Fig. 4.1: Scaling plots for the Daxpy benchmarks running with different vector sizes: (a) $10^6$, (b) $10^5$, (c) $10^4$, and (d) $10^3$. The graphs demonstrate the relationship between speedup and the number of threads when using hpxMP, llvm-OpenMP, and GOMP. Larger vector sizes mean larger tasks are created. The speedup is calculated by scaling the execution time of a run by the execution time of the single threaded run of hpxMP. A larger speedup factor means a smaller execution time of the sample.
4.2.1 SORT

In SORT benchmark, a random array with $10^7$ 32-bit numbers is sorted with cut off values from 10 to $10^7$. The cut off value determines when to perform serial quicksort instead of dividing the array into 4 portions recursively where tasks are created. Higher cut off values create larger tasks and, therefore, fewer tasks are created. In order to simplify the experiment, the parallel merge is disabled and the threshold for insertion sort is set to 1 in this benchmark. For each cut off value, the execution time of hpxMP using 1 thread is selected as the base point to calculate speedup values. Figure 4.2 shows the speedup ratio when using different numbers of threads.

For the cut off value $10^7$ (Figure 4.2a), the array is divided into four sections and four tasks in total are created. The speedup curve rapidly increases when moving from 2 threads to 4, but no significant speedup is achieved when using more than 4 threads in all three implementations. hpxMP and llvm-OpenMP show comparable performance while GOMP is slower.

The cut off value of $10^5$ (Figure 4.2b) increases the number of tasks generated. In this case, llvm-OpenMP has a performance advantage while hpxMP and GOMP show comparable performance.

For the cut off value $10^3$ (Figure 4.2c), llvm-OpenMP shows a distinct performance advantage over hpxMP and GOMP. Nevertheless, hpxMP still scales across all the threads while GOMP has ceased to scale past 8 threads.

For a cut off value of 10 (Figure 4.2d), a significant number of tasks are created and the work for each task is considerably small. Here, hpxMP does not scale due to the large number of overheads associated with the creation of many user tasks. Because each task performs little work, the overhead that they create is not amortized by the increase in concurrency.
Fig. 4.2: Scaling plots for the Barcelona OpenMP Task suit’s Sort Benchmarks ran with the cut off values of: (a) $10^7$, (b) $10^5$, (c) $10^3$, and (d) 10. The relation between speedup and the number of threads using hpxMP, llvm-OpenMP, and GOMP are plotted. Higher cut off values means that a smaller number of larger tasks are created. The speedup is calculated by scaling the execution time of a run by the execution time of the single-threaded run of hpxMP. A larger speedup factor means a smaller execution time of the sample.
Fig. 4.3: Speedup Ratio of Barcelona OpenMP Task suit’s Sort Benchmark ran over several threads and cut off values using the hpxMP, llvm-OpenMP, and GOMP implementations. Values greater than 1 mean that the OpenMP implementation achieved better performance when compared to hpxMP. Values below 1 indicate that hpxMP outperformed the OpenMP implementation.

For a global view, the speedup ratio \( r \) is shown in Figure 4.3, where the larger the heatmap value is, the better performance OpenMP has achieved in comparison to hpxMP. Values below 1 mean that hpxMP outperforms the OpenMP implementation. As shown in the heatmap, llvm-OpenMP works best when the task granularity is small and the number of tasks created is high. GOMP is slower than both implementations in most cases. For large task sizes, hpxMP is comparable with llvm-OpenMP (Figure 4.3a). This result demonstrates that when the grainsize of the task is chosen well hpxMP will not incur a performance penalty.

### 4.2.2 FFT

FFT computes one-dimensional Fast Fourier Transform of a n sized vector using the Cooley Tukey [29] algorithm. Multiple tasks are created when the algorithm recursively divide Discrete Fourier Transform (DFT) into multiple smaller DFT’s. The vector size is measured by the power of 10 from 10 to \( 10^6 \).

The speedup ratio \( r \) is shown in Figure 4.4, from which we can tell llvm-OpenMP works
better among the three implementations. In this benchmark, the number of task created are proportional to the vector size and the task granularity are always the same and relatively small. The results are consistent with the results produced by another task benchmark, SORT. With higher number of tasks created and low task granularity, the speedup of llvm-OpenMP is the highest among the three implementations while hpxMP ranks the middle except for lower number of threads.

Figure 4.5 shows the speedup ratio with different number of threads. For very large vector size, large number of tasks are created with relatively small task granularity. llvm-OpenMP and GOMP both has a speedup drop when the number of threads increases from 1 to 2, despite that, speedup increases for both OpenMP and hpxMP while decreases for GOMP with growing number of threads. The graph looks similar until the vector size decreases to very small, say 100. For very small vector size, all implementations has decreasing speedup with increasing number of thread.
Fig. 4.5: Scaling plots for FFT Benchmarks for different vector size: (a) $10^6$, (b) $10^4$, (c) $10^3$, and (d) $10^2$. The relation between speedup and the number of threads using hpxMP, llvm-OpenMP, and GOMP are plotted. Higher vector size means that larger number of tasks with the same task granularity are created. The speedup is calculated by scaling the execution time of a run by the execution time of the single-threaded run of hpxMP. A larger speedup factor means a smaller execution time of the sample.
CHAPTER 5
Conclusion and Outlook

This project report introduced hpxMP as an implementation of the OpenMP standard utilizing the light-weight user-level HPX thread and describes the implementation of hpxMP in detail. hpxMP provides a way to close the compatibility gap between OpenMP and AMT systems as it demonstrates the technique as an example that enables AMT systems to leverage widely-used OpenMP libraries without sacrificing too much performance.

For the benchmarks described above, hpxMP exhibited similar performance when compared to other OpenMP runtimes for large task sizes. However, it faces performance difficulty in small grain sizes. This performance decrement arises from the more general-purpose threads created in HPX. These results show that hpxMP provides a way for bridging the compatibility gap between OpenMP and AMTs with acceptable performance for larger input sizes or larger task sizes.

In the future, improving performance for smaller input sizes by adding non-suspending threads to HPX, which do not require a stack, and thus reducing the overhead of thread creation and management are necessary.
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