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Abstract
Concepts introduced by the Smith-Waterman algorithm are utilized by various bioinformatics systems today, such as BLAST. The algorithm, although accurate, slows greatly when working with larger data sets, due to its $O(n^2)$ complexity 1. We wrote a simple Smith-Waterman algorithm, in both serial and parallel, in an attempt to improve the scalability of Smith-Waterman, as part of our larger effort to improve the scalability of BLAST through parallelization.

Introduction
The Smith-Waterman algorithm, (Figure 1), is designed to find the optimal local alignment of two sequences.

The algorithm builds a matrix based on a specific scoring scheme (Figure 2). In our runs, matches were granted a score of +2, while deletions and insertions (gaps) were granted a score of -1.

Upon completion of the matrix, the algorithm backtracks through the matrix to obtain an optimal alignment (Figure 3).
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Results
Parallelization of the Smith-Waterman code was done by dividing the matrix into smaller submatrices and computing the scores of these submatrices in parallel where possible (see Figure 4 and 5). Additionally, backtracking of each of these components was computed as the matrix was being constructed.
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